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BHy: REBELinuxRSfnEARGS
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Term)
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RAvimsEvidmiE R E— Nest txt XA ER AN IFBITER), B4+
BENTERZ: Lo this is test {77, BH
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test.txt
/1 AR 2% T vim P] LA B 38 F vim
test.txt
/] ¥t Ninsert#s =
this is
/1 ARAE IR H

‘Wq

IsEF Yl B X T HEKB S Htest. txt
RN Ecat

o o
test.txt

£ #H>UFtest.txt B0

test.txt testl.txt
test.txt test2.txt

M FR S rm, %A rm testl.txt
B &4 M\ mv test2.txt test1.txt

2. BFponEA

cdip® (e LRARKELHAMEFR)



mytest

mkdirdp? (ATEYRBERXTEL—NFEF)

mytest

rmdirép% (BRUMEZTHE )

[ o
mytestl

pwd (EB/RY RIS

Bahtest txt XX (BRIFZXHE~/BEXT)EERIERT

test.txt ./ cd ~ mytest\
-rf mytest

. EEMBMARL, HB>M>>ER

Ve

test].txt

testl.txt > test.txt

test.txt testl.txt > test2.txt
test2.txt

test.txt testl.txt >> test2.txt
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test2.txt]|
test2.txt]| "{print $3}'

WSL File System

Linux Windows

C:\Users<\USERNAME
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AppData || Contacts

Documents | | Downloads
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M :Favorites: L Links |
rLocalSettings: : Pictures:
LrSaved Gamesj r Videos j
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Lab 2

XN Z MBI ENEFRE, RESHRTREIMNHEMIE THNE
BT — BB ETHRE(BKRT —LL2RfF), TEEBREHNRZEIR

1.8 B hadooplk -

f N
[ o
/l adduser <username>
adduser hadoop
/etc/sudoers

// insert module
hadoop ALL=(ALL:ALL) ALL
/1 IANAL B AT LLIE 6 fEsudo F 5
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hadoop

AL ARG S IRAE

software

module

2. ZERERNEAM

JDKS8
Hadoop3.4.2

FBEROR, RERRMENARRGN, BURASRXESEERDR
BAEHCE, PO B N—Y1 5 A A %00 6 A8 B2 R EO
HIRR A B AT S

JDK#y &%

B hR#HANMAL: JDK downloads, #R¥XFEJava achieve FHRE| X R BIRRA,
{54 4 FHJDKSFAE A T jdk-8us51-linux-xb4.tar.gz, LEHEwindows T El
T

Hadoopry %%

BEHNEWNRERT, &FEBinarylRA, BAEREAEwWIndowsT

BRZEFRRILAENE, FEFEEwWsITEImntR#TER

T &5


https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/javase/javase8u211-later-archive-downloads.html
https://hadoop.apache.org/releases.html

BRI KB S FE Windows B&42 A D:\Users\YourName\Documents\my _file.txt , #AB
KRELEEHE| WSL PHATAPWEBER (~) T

B4R

windows: D:\Users\YourName\Documents\my_file.txt

wsl: /mnt/d/Users/YourName/Documents/my_file.txt

» E17l

REEEA@EMNE/mnt, ERNEREEEEREER, FlamDERN
Lt/d, FEEREFERKERFATE A

REREmvL, EERME, FEESINEREXHALNME

/mnt/d/Users/YourName/Documents/my _file.txt ~/target directory/

WKARANLE " MAwindows THEENE] ~/software T CEEXHZ EERIBERT
B SEFR X B ER, BRARE BARYE SZPRAT I B 15 EK)

A hadoop-3.4.2.targz A

o o
/mnt/d/Users/lenovo/Desktop/hadoop-3.4.2.tar.gz ~/software/

ERlsHLRFEMTER

hadoop@Eurekaimer:~/software$
hadoop-3.4.2.tar.gz jdk-8u451-linux-x64.tar.gz




REBEXFANELCLEESR module XHET

PL jdk-8ud51-linux-x64.tar.gz A5

[ o
-xvzf jdk-8u451-linux-x64.tar.gz -C ~/module

AT EERJH xvzf PHOENERSXTUEEER, ERATR

BEENREE

SHEIDKIIBERE, BAEIKWNE R, RAEERVIMITIFEE XM

~/.bashrc

MARTRAEFHEEMACEERE, ARTERFEEZRXHEER)

JE: EIAFE module BERTERAIsEFER

hadoop@Eurekaimer:~/module$
hadoop-3.4.2 jdk1.8.0 451

LRSS
- 2
eoeo

JAVA. HOME=/home/hadoop/module/jdk1.8.0 451
PATH=$PATH:$JAVA HOME/bin
/N JE RA7IR

"Wq




o o

/] &84T source ¥ AL B A= 3%
~/.bashrc

/1 AR 222 2 15 BT

-version

e EHadoop L &
=3 04:N
XK
~/.bashrc

MARTAREFHEEMACEERE, AT ERFEEZRXHEER)

E: TME module B R T ERAISFE]

hadoop@ZEurekaimer:~/module$
hadoop-3.4.2 jdk1.8.0 451

YIRS
eoeo

HADOOP HOME=/home/hadoop/module/hadoop-3.4.2
PATH=$PATH:$JAVA HOME/bin:$HADOOP HOME/bin:$SHADOOP HOME/sbin

/1 AN e PRAFIR

‘wq
[ ] [ ]
// 1547 sourcef# 15 At B 4= 2L

~/.bashrc
/] M 22 28 2 75 Rl )

hadoop version




43F BEsshrBEF

T B2 LR Eopenssh

openssh-server pdsh

A AR E— AN K ~/ssh

.ssh
~/.ssh
ssh-keygen -t rsa

~/.ssh/id_rsa.pub >> ~/.ssh/authorized keys

BIEE TR REFE R

localhost

INFRANMANER, SERERY

O RTFRHBEERNEHN
AN LEBEREBEER? BEARX—RNIEREREERZIAIEHEHIT—

YR ssh localhost ﬁ%ﬁf, &ﬂ]%’iiﬂ)ﬁfi%%i@)\gﬁg, ﬁ'ﬁi@)\&u?ﬁ-%5(1$§4ﬁ
BHBRERES ZEFTRIE, BEBMNEEREREER
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FER=AXMY

core-site.xml

core-site.xml

<configuration> p! </configuration> ZamA

TR Lt CEMhtmIbREE)

<property>
<name>fs.defaultFS</name>
<value>hdfs://localhost:9820</value>

</property>

<property>
<name>hadoop.tmp.dir</name>
<value>/home/hadoop/module/hadoop-3.3.6/tmp</value>

</property>

hdfs-site.xml

o ( ]
hdfs-site.xml

39 <configuration> F0 </configuration> Z [BIHOA

~
[ [

<property>
<name>dfs.replication</name>
<value>1</value>

</property>

<property>
<name>dfs.namenode.secondary.http-address</name>

<value>localhost:9868</value>




</property>

<property>
<name>dfs.namenode.http-address</name>
<value>localhost:9870</value>

</property>

hadoop-env.sh

hadoop-env.sh

MAMLTF

JAVA  HOME=/home/hadoop/module/jdk1.8.0 451
HDFS NAMENODE USER=hadoop

HDFS DATANODE USER=hadoop

HDFS SECONDARYNAME USER=hadoop

6 XM HDFSXHER S

hdfs namenode -format

NEE S

o [ )
start-dfs.sh
Jps

BERSE, FTAAESREA http://localhost:9870

8.B4THIF



input

input

FEAVIMAE MR S testl.txt A0 test2.txt , FANXEAE T H35]

¥ B FLEEBhdfs X%

o
hdfs dfs -put ~/input /input
SHADOOP HOME/share/hadoop/mapreduce

hadoop jar hadoop-mapreduce-examples-3.4.2.jar wordcount /input /output

EEMHEX

o
hdfs dfs -Is /output

BEERALR

o
hdfs dfs -cat /output/part-r-00000

$ hdfs dfs -cat /output/part-r-00000

apple 1
banana 1
cherry 1
linux 1
love 1
microsoft

7 ®&

MR SITERIEH, A2 WBAMRE Hadoop (hafn NEBEMIBIZ RN H I
IESERK T !
5 B9 Zmicrosoft love linux!



Lab 3

FBrDR FHEZB NS NYARNKEE, BIRRNST:

Bt B B3I YARN

Yarn A small, HFEE S 'R ZE smallfRF3E4T
&2 capacity-scheduler. xmlX 4 (FRIFRA &R IZ X Hcp capacity-
scheduler.xml capacity-scheduler.xml.bak) SRR X WIELMAH
FasmallfAZ B X BB M, FH B o BEedefaultBAFFasmallBAF| =z i8] 49 3¢
TR &R B
[m146 7 FAZ| 3R AT 55
$hadoop jar $HADOOP_HOME/share/hadoop/mapreduce/hadoop-
mapreduce-example-3.4.2.jar pi -
Dmapreduce.job.queuename=small 10 10

FEyarnt#gwebfR 55 U HE & E 32 R BE S IR IUAREASUE L
1. YARNITEBLE (A&#EEHDFSELE)
FERBER=AXMH
mapred-site.xml

yarn-site.xml

hadoop-env.sh

Remark : T @ B RFRAER Z REVRA, NEERTEXK

BEE—

~ )

o o
$HADOOP HOME/etc/hadoop

mapred-site.xml.template mapred-site.xml

mapred-site.xml

EFAN< configuratkion >3 A< property > /G40 T :




<configuration>
<property>
<name>mapreduce.framework.name</name>
<value>yarn</value>
</property>
<property>
<name>yarn.app.mapreduce.am.env</name>
<value>HADOOP_ MAPRED HOME=/home/hadoop/module/hadoop-3.4.2</value>
</property>
<property>
<name>mapreduce.map.env</name>
<value>HADOOP_ MAPRED_ HOME=/home/hadoop/module/hadoop-3.4.2</value>
</property>
<property>
<name>mapreduce.reduce.env</name>
<value>HADOOP_MAPRED_ HOME=/home/hadoop/module/hadoop-3.4.2</value>
</property>

<property>
<name>mapreduce.jobhistory.address</name>
<value>localhost:10020</value>

</property>

<property>
<name>mapreduce.jobhistory.webapp.address</name>
<value>localhost:19888</value>

</property>

</configuration>

BLEE A

s

yarn-site.xml

o

r

<configuration>
<property>
<name>yarn.resourcemanager.hostname</name>
<value>Eurekaime</value>

</property>




<property>
<name>yarn.nodemanager.aux-services</name>
<value>mapreduce_shuffle</value>

</property>

<property>
<name>yarn.resourcemanager.webapp.address</name>
<value>Eurekaimer:8088</value>

</property>

</configuration>

% —/Nproperty L4 (hostname)

BB E =4

hadoop-env.sh

RER:

YARN RESOURCEMANAGER USER=hadoop
YARN NODEMANAGER_USER=hadoop

2. BahYarnR%

$HADOOP HOME/sbin/stop-all.sh

$SHADOOP HOME/sbin/start-dfs.sh
$HADOOP HOME/sbin/start-yarn.sh
$SHADOOP HOME/sbin/mr-jobhistory-daemon.sh start historyserver




$ $HADOOP_HOME/sbin/start-dfs.sh

namenodes on [localhost]
datanodes
Starting secondary namenodes [localhost]

3 $ $HADOOP_HOME/sbin/start-yarn.sh
Starting resourcemanager
Starting nodemanagers

H $ $HADOOP_HOME/sbin/mr-jobhistory-daemon.sh start historyserver
WARNING: Use of this script to start the MR JobHistory daemon is deprecated.
WARNING: Attempting to execute replacement "mapred —--daemon start" instead.

B SREEANLHNX NG4S EHadoop2 xiERAK, ERESBEE
N 3.x

¥EAE SHADOOP HOME HETF:

stop-all.sh

start-dfs.sh

start-yarn.sh

mr-jobhistory-daemon.sh start historyserver

S

jps

896 DataNode

1793 JobHistoryServer
1137 SecondaryNameNode
769 NameNode

1570 NodeManager

2439 ResourceManager
2735 Jps

NMiZREEE|Z /DA THFE: NameNode, DataNode, ResourceManager ,
NodeManager , JobHistoryServer

3. BBEFHED small FAF



fEBX  capacity-scheduler.xml X4

Ve

o ([
$HADOOP HOME/etc/hadoop

capacity-scheduler.xml capacity-scheduler.xml.bak
capacity-scheduler.xml

XA, REZESHH) <configuration> F7 </configuration> AF&EZ
B, MARTAT, XEEEENXT root PAF|TEIFFAS] default 1 small ,
HoB T TIRA| (70% % default, 30% % small) (CbBIFTLGRA, REZEAD
#0100%ER =)

Ve

o o

<property>
<name>yarn.scheduler.capacity.root.queues</name>
<value>default,small</value>

</property>

<property>
<name>yarn.scheduler.capacity.root.default.capacity</name>
<value>70</value>

</property>

<property>
<name>yarn.scheduler.capacity.root.default. maximum-capacity</name>
<value>100</value>

</property>

<property>
<name>yarn.scheduler.capacity.root.small.capacity</name>
<value>30</value>

</property>

<property>
<name>yarn.scheduler.capacity.root.small. maximum-capacity</name>

<value>30</value>

</property>




PRECHR W R % e F N property AR S UE XA X B smallPAZ|BIRR A, fil4n £
I ER B E B NdefaultAn i Nsmall, B2E AN EMBEMEEEIRINME, Fr
PUIARES B small B9 kR o] DA

rmadmin -refreshQueues

4, RIS

o
hadoop jar SHADOOP HOME/share/hadoop/mapreduce/hadoop-mapreduce-examples-

3.4.2 jar pi -Dmapreduce.job.queuename=small 10 10

REMLEZ, WREESORETLOREEESE(10 10)

Job Finished in 60.671 seconds

Estimated value of Pi is 3.20000000000000000000

WREFERAwebiniE, RE—TimHD:

o
/etc/hosts
Az E#HITRE
e A N

127.0.0.1 localhost

127.0.0.1 Eurekaimer. Eurekaimer

127.0.0.1 hadoop hadoop




ER—TF:

Ve

stop-yarn.sh
start-yarn.sh

rmadmin -refreshQueues

RIEZIRIF M http://localhost: 8088

ARRE A B KRR, FrUAKRERhttpihiX, HE LB KE X

MM E—EFERRER, BREEFRRZATR, ATREEAIREE
FRERRXAFARATHRAT QBEBRANASE, T XMPEI (A RAER EBL
M), BREZBRETREATRAANR, RERBESTERT, ATER
N (FT AR Z R EPIN N ERNZIEE CHAFRESHOANT)

Lab 4
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1.%%Spark 3.4.2

F Rz AIEEJavafiHadoop B (RIFRE, EZ RN LabT BELZER)

1 TEEERIEE 8Java/Hadoop/Spark iR AT, =TLUER T EH 44
EF

r

o o
~/.bashre

JAVA_ HOME=/home/hadoop/module/jdk1.8.0 451
PATH=$PATH:$JAVA HOME/bin




HADOOP HOME=/home/hadoop/module/hadoop-3.4.2
PATH=$PATH:$JAVA HOME/bin:SHADOOP HOME/bin:$HADOOP HOME/sbin

BT IRANLE R RE R E RN LR EZENSparkiR R, Regx
Apache Archive F (X B AR LI A KM A), REMEIERS 3 XXHF
(WSL), 32 EPHERZEARMLINnuxIEFF#3h R0 e

o [
/mnt/e/spark-3.4.2-bin-without-hadoop.tgz ~/software/

P
-
P

o o
-xvzf ~/software/spark-3.4.2-bin-without-hadoop.tgz -C ~/module/

| PPT & 4| T R-CRIE RS X Rt

B EN AR B S F X4 spark

o o
~/module/spark-3.4.2-bin-without-hadoop/ ~/module/spark

AR

Ra T HAELE XX spark-env.sh

~/module/spark/conf



https://archive.apache.org/dist/spark/spark-3.4.2/

spark-env.sh.template spark-env.sh

spark-env.sh

ERENLECRERGTREITITRR, XEAERIEEENREXHF—RE L)

SPARK DIST CLASSPATH=$(/home/hadoop/module/hadoop-3.3.6/bin/hadoop

classpath)

JAVA_ HOME=/home/hadoop/module/jdk1.8.0 451

HADOOP CONF DIR=/home/hadoop/module/hadoop-3.4.2/etc/hadoop

SPARK _MASTER HOST=localhost
SPARK MASTER PORT=7077

B b o] DU R A HAR N, iR ZE AHDFSI & 242 8147 FrHadoop

Standalonef& =,

38R B ARAN conf 43

. N

workers.template workers

workers

localhost

B hStandalonet® R, RAEZIT, FEBITEES

./sbin/start-master.sh
./sbin/start-workers.sh spark://localhost: 7077
jps




$SPARK HOME/sbin/start-master.sh

$SPARK HOME/sbin/start-workers.sh spark://localhost: 7077

jps

~/.bashrc

SPARK HOME=/home/hadoop/module/spark
PATH=$PATH:$SPARK HOME/bin

~/.bashrc

spark-shell

2. R sbtH BB

sbt (Simple Build Tool) HTF#T® Scala %58 Spark N FRARER

ZEREIE: Github,

=

BEIFTNRBERES

r

o ([
-xvzt ~/software/sbt-1.9.9.tgz -C ~/module/sbt

~/.bashrc



https://github.com/sbt/sbt/releases/download/v1.9.9/sbt-1.9.9.tgz
https://www.scala-sbt.org/download/

PATH=$PATH:~/module/sbt/bin

~/.bashrc

3.8 ES

IS EEPS

~/sparkapp
—p ~/sparkapp/src/main/scala

BE NG
eoce

~/sparkapp/src/main/scala/Simple App.scala

AT w89 AR

import org.apache.spark.SparkContext
import org.apache.spark.SparkContext.
import org.apache.spark.SparkConf

object SimpleApp {
def main(args: Array| D {
val logFile = "file:///home/hadoop/module/spark/README.md"

val conf = new SparkConf{().setAppName("Simple Application")

val sc = new SparkContext(conf)

val logData = sc.textFile(logFile, 2).cache()

val numAs = logData.filter(line => line.contains("a")).count()

val numBs = logData.filter(line => line.contains("b")).count()
println("Lines with a: %s, Lines with b: %s".format(numAs, numBs))

sc.stop()

-

-



75 BN RR 5 B2 B LR 5 Spark BUAR R % %

Ve

o [
~/sparkapp/simple.sbt

name := "Simple Project"
version :="1.0"
scalaVersion := "2.12.18" // 5 Spark 3.4.2 #4¥[1] Scala iR A<

:”

libraryDependencies += "org.apache.spark" %% "spark-core" % "3.4.2" % "provided" //

Spark 4 i it A<

AR

Ve

o (
~/sparkapp

sbt package

NiZEER—Narg

4 TRAES

$SPARK HOME/bin/spark-submit \

--class "SimpleApp" \

--master spark://localhost:7077 \
~/sparkapp/target/scala-2.12/simple-project 2.12-1.0.jar

IRE %S B AP R — T



2025-11-11 09:25:08,414 INFO scheduler. DAGScheduler: Job 1 finished: count at
SimpleApp.scala:12, took 0.157960 s
Lines with a: 72, Lines with b: 39

XA R T

5. RBEFIEE

—RITIT TR

o o
start-all.sh

~/module/spark
./sbin/start-master.sh
./sbin/start-workers.sh spark://localhost: 7077

jps

~/module/spark/bin/spark-submit \
--class "SimpleApp" \
--master spark://localhost:7077 \
~/sparkapp/target/scala-2.12/simple-project 2.12-1.0.jar

IXEFANTELNEFNRIRERT (EFHL0ES), EENTRES
FomANHREYERY, REScalaBEzZmRKHBERERHN—IK, ERH
TARALBRMst BN B LB RScalaiB S M EAEL T, ENELLMAYEHY
T, REFHERRERAXIMNEARZRESKRT! ||



